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ABSTRACT 

Histogram equalization is one of the common tools for improving contrast in digital photography, remote sensing, 
medical imaging, and scientific visualization. It is a process for recovering lost contrast in an image by remapping the 
brightness values in such a way that equalizes or more evenly distributes its brightness values. However, Histogram 
Equalization may significantly change the brightness of the entire image and generate undesirable artifacts. Therefore, 
many Histogram Equalization based algorithms have been developed to overcome this problem. This paper presents a 
comprehensive review study of Histogram Equalization based algorithms. Computer simulations and analysis are 
provided to compare the enhancement performance of several Histogram Equalization based algorithms. A second-
derivative-like enhancement measure is introduced to quantitatively evaluate their performance for image enhancement.  

Keywords: Histogram equalization, image enhancement, spatial domain, transform domain, second-derivative-like 
measure of enhancement. 
 

1. INTRODUCTION 
Contrast enhancement is an important process in many imaging applications such as medical image analysis, remote 
sensing, advanced photography, and display technologies. Many different image processing techniques have been 
utilized for contrast enhancement [1-7]. Histogram equalization (HE) is a well-known technique for image enhancement 
due to its simplicity and effectiveness [1]. HE first calculates the occurrences of each intensity value in an image, then 
flattens and stretches the dynamic range of the histogram based on the probability density function [8]. It uses a 
monotonic, non-linear mapping to re-distribute the intensity values of pixels in the image. This mapping function is the 
cumulative distribution function (CDF) of the normalized image histogram [4]. The resulting output image contains a 
more uniform distribution of intensities. By this manner, HE increases the dynamic range of the histogram of the image 
while preserving the median value of the image. Thus the image contrast is highly improved [3]. However, images 
processed by the HE are seldom used in TV and video because they suffer from two disadvantages: over-enhanced high 
frequency gray level image region and loss of contrast in low frequency gray level image region [9]. Thus, many 
improved HE-based algorithms have been developed to overcome these two problems. They work either in the spatial 
domain or in the transform domain.  

The spatial domain methods can be classified into two basic categories according to the transformation function: the 
global HE (GHE) [10-12] or the local HE (LHE) [5-7, 13-21]. GHE is a simple and fast method. It is mainly based on 
either image decomposition or histogram mapping. GHE which is based on image decomposition, segments the original 
image into several sub-images according to the pixel intensity levels, applies a HE process for all or part of sub-images, 
and then combines all sub-images to obtain the final enhanced image [22-32]. Histogram mapping based GHE maps the 
pixel intensity distribution of the original image into a reference histogram in order to change the image contrast [4, 33-
42]. However, The GHE performance for contrast enhancement is relatively poor. On the other hand, the LHE uses a 
local histogram formed from localized data, rather than the global data, and a sliding window, which defines 
surrounding pixels, for contrast enhancement. In this way, the contrast of regions of interest can be improved in the 
enhanced image [5-7, 13-19]. Nevertheless, The computation complexity of the LHE is quite high due to its fully 
overlapped sub-blocks [1]. 
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Instead of considering pixel intensity distribution or the spatial relationship among the pixels and their surroundings, 
HE-based algorithms in the transform domain are intended to modify the distribution of different transform coefficients 
of the images using different image processing techniques. These transforms include the Discrete Cosine Transform 
(DCT)[43], Fast Fourier Transform (FFT), Discrete Wavelet Transform (DWT) [44] and also fuzzy set[45]. 

In this paper, a comprehensive review of HE-based enhancement approaches is addressed. We compare the 
enhancement performance of five HE-based algorithms, namely conventional HE [46], Bi-Histogram Equalization 
(BBHE) [26], Human Visual System Based Multi-Histogram Equalization (HVS_HE) [47], Logarithmic Transform 
Histogram Shifting (LTHS) [43] and Logarithmic Transform Histogram Matching (LTHM) [43]. A second-derivative-
like measure of enhancement (SDME) is introduced to quantitatively evaluate their enhancement performance.  

The rest of this paper is organized as followed. HE-based algorithms in the spatial and transform domains are addressed 
in Section 2 and Section 3, respectively. Section 4 introduces the new SDME measure. Section 5 compares five HE-
based algorithms for image enhancement and conclusion is drawn in Section 6. 

2.   Histogram Equalization in the Spatial Domain  
Spatial domain based HEs improve contrast by changing the pixel intensity distribution or intensity levels. They are 
generally classified into two categories: GHE and LHE. GHE-based algorithms enhance images based on different 
techniques such as Conventional HE, Histogram Mapping, which transform the image pixel intensity distribution into a 
desired reference histogram, and image decomposition, which decomposes the original image into several sub-images 
based on intensity levels. LHE usually processes an image locally by changing the pixel intensity values based on the 
properties of the local sliding window that the pixel belongs to.  

2.1. Conventional HE 
Conventional HE tends to flatten and stretch the dynamic range of image’s histogram to produce an image with better 
contrast [48]. Suppose the image x has the number of occurrences of gray level i. The probability of an occurrence of a 
pixel of level i in the image is 

           ( ) , 0i
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np i i L
n

= ≤ <                                                                       (1) 

L is the maximum of gray levels in the image, n is the total number of pixels in the image, and ( )xp i is in fact the 
image's histogram for pixel value i, normalized to [0,1]. 
The corresponding CDF is 
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The CDF then will be linearized across the value range like 

( ) yCDF i iK=                                                                                 (3) 

For some constant K, the properties of the CDF allow to perform such a transform 

( )xy CDF x=                                                                               (4) 

where y is in the range [0, 1]. In order to map the values back into their original range, the following simple 
transformation needs to be applied on the result: 

(max{ } min{ }) min{ }y y x x x′ = ⋅ − +                                                            (5) 

2.2. Decomposition-based HEs 
Decomposition-based HEs usually segment the input image into several sub-images with respect to the pixel intensity 
levels. BBHE, proposed by Kim [9], is a method preserving the mean value of the image by dividing the image 
histogram into two sub-histograms based on the mean value and equalizing them independently. Dualistic sub-image 
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histogram equalization (DSIHE) proposed by Wang et al [49], partitions the image into two sub-images based on the 
median value of the image. Minimum mean brightness error bi-histogram equalization (MMBEBHE) [3], divides the 
input image into two sub-images with the smallest Absolute Mean Brightness Error (AMBE). Sometimes two sub-
images could not meet the requirement of maintaining the brightness without over-enhancement. Thus,  the 
decomposition-based HEs segment images into more than two sub-images. Examples include Multi-peak histogram 
equalization (MPHE) [50], recursive sub-image histogram equalization (RSIHE) [36], Recursive Mean Separate 
Histogram Equalization (RMSHE) [51], Dynamic Histogram Equalization (DHE) [52], brightness preserving dynamic 
histogram equalization (BPDHE) [53], Brightness Preserving Weight Clustering Histogram Equalization (BPWCHE) 
[30] Human Visual System based Histogram Equalization (HVS_HE) [31], Contrast Stretching Recursive Separated 
Histogram Equalization (CSRSHE) [29], and sub-regions histogram equalization. DHE segments image histogram 
based on local minima and assigns specific gray level range for each sub-image. It controls over the effect of 
conventional HE so that it can enhance the image without incurring any loss of details in the image. CSRSHE changes 
pixel values according to global and local statistics of the image and then performs recursive mean separate histogram 
equalization using a modified local contrast stretching manipulation. As a result, brightness can be preserved more 
accurately and better contrast can be achieved. SRHE segments image based on the smoothed intensity value obtained 
from the convolution of the input image and a Gaussian filter. It can not only enhance the image contrast but also 
sharpen the edges in the image.  

As an example of decomposition-based HEs, HVS_HE segments the original image into four sub-images based on 
based on four defined regions with different background intensity: (1) the saturation region for over-illuminated areas; 
(2) the Weber region for properly illuminated areas; (3) the Devries–Rose region for under-illuminated areas; (4) the 
fourth region for all pixels underneath the curve containing the least informative pixels [54]. The four regions are shown 
in Fig. 1. Each of these regions can be enhanced separately and recombined to form a more visually pleasing enhanced 
image. 

 

 

 

 

 

 

 

 

 

 
Fig.1: Four VHS-based regions. Devries–Rose from x1 to x2, Weber from x2 to x3, saturation from x3 to infinity, and the fourth 
region below the line, containing the least informative pixels [55]. 

 

The background intensity of the Human Visual System is defined as a weighted local mean [56], 

'

( , ) [ ( ( , ) ( , )) ( , )]
2 2Q Q

l qB x y l l X i j X i j X x y= + +∑ ∑                                                (6) 

where B( x, y ) is the background intensity at each pixel, X( x, y ) is the input image, Q is all of the pixels which are 
directly up, down, left, and right from the pixel, Q’ is all of the pixels diagonally one pixel away, and l and q are some 
constant.  

The segmentation theory is based on the formula below, 

max( ( , )) min( , ))TB X x y x y= −                                                             (7) 
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2 1 2XK K B=                                                                         (10) 

3 1 3/ XK K B=                                                                          (11) 

BT, which is the maximum difference in the image, α1, α2, α3 are parameters based upon the four different regions of 
response characteristics displayed by the human eye, X'(x, y) is the  gradient of matrix. B(x, y) is the background 
intensity of the image. The four segmented images should satisfy requirements as below, 
Im1=X(x,y), for  

3 3
'( , )( , ) &
( , )X

X x yB x y B K
B x y

>= >=                                                     (12) 

Im2=X(x,y), for  

2 1 2
'( , )( , ) &
( , )X X

X x yB B x y B K
B x y

>= >= >=                                                     (13) 

Im3=X(x,y), for  

3 2 1
'( , )( , ) &
( , )X X

X x yB B x y B K
B x y

>= >= >=                                                       (14) 

Im4=X(x,y) for  
 All remaining pixels; 

 
HE is applied to each sub-image and then all the enhanced sub-images are combined to obtain the final enhanced image. 
The HVS_HE is able to address local features of an image using less complex global algorithms, relying on models of 
the HVS to ensure visually appealing output. 

2.3. Histogram Mapping 
Histogram mapping algorithms map the histogram of the input image to the target histogram, which is obtained by the 
histogram of the same image or from the intended histogram distribution of other resources. An alternative histogram 
mapping is called histogram shifting, which shifts the histogram several bins in specific direction rather than mapping 
the histogram to the target histogram directly. The method introduced in [41] fits a given histogram with any 
dimensions to the target distribution and therefore their squared error is derived and minimized. This multidimensional 
extension is quite natural because the method is formulated as a nonlinear optimization with bound constraints. In the 
Modified Segmental Histogram Equalization (MSHEQ) proposed in [42], the CDF is shifted to a higher value for 
transformation.  

Generally, histogram mapping alters the image data such that the resulting histogram matches a specific desired curve 
[43]. This is also known as the histogram mapping and histogram specification [24]. The key point of histogram 
mapping lies at solving an equation that compares the integrals of the probability density function, basically comparing 
their CDF [43]. 

These three types of HE-based enhancement methods can be combined with each other to generate enhancement 
algorithms to produce better enhancement results. There are many enhancement methods that use more than one type of 
spatial domain histogram equalization techniques [40, 57-63]. Method Clipped Histogram Equalization (CHE) 
introduced in [40] first uses decomposition-based HE to segment the histogram with respect to a pre-specified upper 
limit, and then adopts histogram shifting to shift the entire processed histogram over the limit.  

2.4. Region-based HEs 

Region-based HEs, which belongs to the LHE, processes images based on the local properties of images using a sliding 
window. When the contrast varies in one image such as an image partly in shadow, the enhancement of GHEs will be 
highly limited. LHEs are then developed to cope with this problem. LHEs enhance images based on the local histogram 
of the images, generally within a sliding window around each pixel [7]. Many HE-based algorithms adopt this concept. 
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Adaptive Histogram Equalization (AHE) computes several local histograms with respect to neighborhoods around each 
pixel in the sliding windows, and uses them to redistribute the pixel intensity values. Contrast-limited adaptive 
Histogram Equalization (CLAHE), developed by Pizer [16], clips the histogram to a predefined histogram, and then 
redistributes the excess counts among the other intensities before computing the CDF. It improves AHE by limiting the 
amount of contrast within a local area with an adjustable parameter. The CLAHE is effective in enhancing contrast but 
creates an annoying image. Variable Region Adaptive Histogram Equalization (VRAHE) proposed by Vossepoel et al 
[17] is very similar to AHE except that it replaces each regional histogram that covers only a small range of grey-values 
by a linear combination of the histograms of neighboring regions, instead of averaging it with a uniform distribution. 
Moving Histogram Equalization (MHE) introduced in [6] is much faster than the AHE since less computation is 
required for the interpolation. Thresholding HE [33] was proposed to eliminate noisy pixels with gray levels less than 
the threshold value. It divides the histogram of the image into zones according to the gray level, and then maps each 
zone into a display intensity range using a specific transformation function. Blurred Weighted Adaptive Histogram 
Equalization (BWAHE) in [28] can be used to compute a two parametric families of images at varying contrast levels. 
Partially Overlapped Sub-block Histogram Equalization (POSHE) [17] introduced by Kim et al, uses a low-pass filter-
type mask to get non-overlapped sub-block HE to produce high contrast associated with local HE but with simplicity of 
global HE. With this method the computation complexity can be reduced considerably and blocking effects eliminated.  

BBHE [9, 26] in the group of region based HEs has been implemented for comparison. Suppose the mean value of the 
image X is 

mX , then the image is decomposed into two sub-images based on the equations, 

( , ) ( , )
( , ) ( , )

L M

L M

X i j X X i j X
X i j X X i j X

< ∈⎧
⎨ ≥ ∈⎩

                                                     (15) 

 
Then HE is applied to each sub-image and then these two sub-images are combined to generate the final result. 

3. Histogram Equalization in the Transform Domain  
In the case of transform domain enhancement techniques [64], the image intensity data are mapped into a given 
transform domain by using a specific transform such as the 2-D discrete cosine transform (DCT) [43], Fourier 
Transform, wavelet-based [44], and fuzzy set [45]. Fundamentally, these algorithms enhance images by manipulating 
transform coefficients.  

3.1. Logarithmic Transform Histogram Shifting (LTHS) 
This method shifts in the logarithmic transform coefficient histogram of an image in the positive direction. By mapping 
the image into the shifted histogram and returning the data back into the spatial domain, the dynamic range of the image 
is expanded, improving contrast and enhancing details throughout [43]. The process of Logarithmic Transform Domain 
Coefficient Histogram Shifting introduced in [43] can be depicted in Fig. 2. 

 
Fig. 2: Block diagram of logarithmic transform histogram shifting 

3.2. Logarithmic Transform Histogram Matching (LTHM) 
The process of Logarithmic Transform Domain Coefficient Histogram Matching introduced in [43] can be depicted as 
below: 
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Fig. 3: Block diagram of logarithmic transform histogram matching with spatial equalization 

First, HE has been applied to the image and then the logarithmic transform histogram is calculated. The original image 
also have its logarithm transform coefficients mapped to create a similar histogram to match the equalized image’s 
transform histogram coefficients [43] as shown in Fig. 3.  

4. Enhancement Measure 
Since image enhancement algorithms are intended to improve image contrast, a contrast measure to assess the 
enhancement performance is introduced. To quantitatively evaluate the performance of HE-based algorithms for image 
enhancement, a second-derivative-like measure of enhancement (SDME) is introduced using the concept of the second 
derivative. The SDME is defined by,  

1 2
max; , ; , min; ,

1 2
1 11 2 max; , ; , min; ,

21 20ln
2

k k
k l center k l k l

k k
l k k l center k l k l

I I I
SDME

k k I I I= =

− +
= −

+ +∑∑                                  (16) 

where an image is divided into k1*k2 blocks.  max; ,k lI , min; ,k lI are the maximum and minimum values of the pixels in 

each block separately, and ; ,center k lI  is the intensity of the center pixel in each block. Thus, the size of blocks should be 
odd number such as 3×3. Each block contains an odd number of pixels. 

5. Simulation Results and Comparisons 
 In order to demonstrate the advantages and disadvantages of HEs introduced in Section 2 and Section 3, we compared 
five different HE-based algorithms, namely Conventional HE, BBHE in Region based HEs[9], HVS_HE [31] in 
Decomposition based HEs, LTHS and LTHM in the transform domain HEs. In the computer simulation, we have run 
eleven images which include a street view, natural picture, indoor view and medical image. Images named “Man”, 
“Castle”, “Bed”, “Outside” are natural gray images and “Foot”, “Breast”, “Brain”, “Prostate Cancer 1” and “Prostate 
Cancer 2” are medical images and their dimensions are equal or bigger than 256*256 pixels and smaller than 600*600 
pixels. Seven images among these eleven images are selected as examples given in Fig. 4. Five HE based algorithms 
explained previously are implemented and compared. The new SDME measure is evaluate all the original and enhanced 
images.  The procedures of this comparison listed as followed: 

Step 1 Enhance input image with five HE based enhancement algorithms, separately; 

Step 2 Run SDME algorithm on the five enhanced images and  original images, get the SDME values;  

Step 3 Record six SDME values of each image, find the mean value of SDME of each algorithm; 

Step 4 Compare SDME value with the visual qualities of enhanced images; 

Step 5 Compare six SDME mean values; 

Output Comparison conclusion drawn. 
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Man 

   

Street 

   

Bed 

   

Breast 

 

Brain 

   

Prostate 
Cancer1 

   

Prostate 
Cancer2 

   
             (a) (b) (c) (d) (e) (f) 

Fig. 4: Image Enhancement comparison (a) Original Image (b) Conventional HE (c) BBHE (d)HVS_HE (e)LTHS (f) LTHM 
From the enhanced results in Fig. 4, it can be seen that the images enhanced by the conventional HE suffer from 
disadvantages of over-enhancement and loss of contrast in low frequency regions. This can be found in the left side of 
“Street” image, the scene outside the window in image “Bed”, and the middle part of image “Brain”. BBHE, which can 
preserve the mean value of the entire image, can overcome over-enhancement problems when compared with the 
conventional HE. However, it suffers from a loss of contrast in the low frequency regions due to preserving the mean 
value of the image. In the results enhanced by the BBHE, there are more dark regions than those of the conventional HE. 
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HVS_HE can preserve edge details while enhancing contrast in images with non-uniform illumination, but it also 
introduces additional noise during the processes of segmentations and enhancement. The LTHS strengthens the contrast 
of low frequency gray level regions and high frequency level regions, but fails to reveal the details in low frequency 
gray level regions. The LTHM shows the best enhancement performance compared to other four enhancement 
algorithms. It enhances the image without over-enhancement and reveals many details in low contrast gray level regions. 

The SDME measure results plotted in Fig. 5 are consistent with the enhanced results in Fig. 4. Images enhanced by the 
LTHM have the best SDME values compared to other four enhancement algorithms. Images enhanced with BBHE have 
higher SDME values when compared with images enhanced by conventional HE because they have less over-
enhancement problems.  

Table 1: SDME measure results of the original and enhanced images in Fig. 4 
SDME Original HE BBHE HVS_HE HTHS LTHM 

Man 33.6806 28.8798 33.5080 25.7205 23.1963 34.6875 

Castle 29.7226 27.9296 29.8856 26.5402 16.9756 35.4388 

Street 26.0449 27.2841 27.5358 19.9137 15.7475 34.3959 

Bed 29.6214 29.6461 32.0506 19.6761 19.3052 41.3145 

Outside 35.4671 29.8915 35.5016 27.1577 18.5843 39.0454 

Foot 33.0946 33.3933 36.9607 26.0101 15.8349 43.8940 

Breast 37.3556 36.7867 38.1638 32.5457 18.5017 47.3307 

Brain 29.3328 28.9354 29.2713 23.2681 19.5086 35.4404 

hand 31.5140 28.3446 30.4427 21.4844 16.8675 36.5478 

Prostate Cancer1 26.2913 28.2665 23.9229 19.4403 15.1900 32.1792 

Prostate Cancer2 28.5391 28.5937 26.2081 23.3540 20.2158 32.9405 

Average value 30.9695 29.8138 31.2228 24.1010 18.1752 37.5650 

 
 

 
Fig. 5: The average of SDME measure results for each algorithm. 

6. Conclusion 
In this paper we have performed a comprehensive review study of histogram equalization algorithms for image 
enhancement. We have compared five different Histogram Equalization based algorithms. They include Conventional 
Histogram equalization, Bi-histogram equalization [26], Human Visual System Based Multi-Histogram Equalization 
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[47], Logarithmic Transform Histogram Shifting, and Logarithmic Transform Histogram Matching [43]. To 
quantitatively evaluate their enhancement performance, the second-derivative-like measure of enhancement has been 
also introduced. The experiment results show that the Logarithmic Transform Histogram Matching shows better overall 
enhancement performance compared to other four algorithms. It shows less over-enhanced high frequency components 
and better contrast in the lower frequency regions compared with other implemented algorithms.  
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